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Master Thesis 

Distributed Policy Optimization for 
continuous-time LQR 

 

Motivation: 
 
Many practical systems are composed of numerous smaller subsystems that are dynamically coupled 

through their state variables. Each subsystem is controlled locally via state feedback controllers. The design 

of individual controller parameters is typically time-consuming and, ideally, should be automated through the 

solution of a quadratic optimization problem. However, the distributed nature of these systems imposes 

structural constraints: certain entries in the overall state feedback matrix must be zero. Such sparsity 

constraints cannot generally be incorporated directly into the Algebraic Riccati Equation. A centralized 

approach already exists that employs a discrete-time projected gradient descent method [1, Sec. 7].  

 

Problem Statement: 

The goal of this work is to develop a continuous-time method for solving the LQR problem in a distributed 

fashion while satisfying the aforementioned sparsity pattern. The work will be devided into two phases.  

In the first phase, a continous-time centralized method should be developed by combining the policy gradient 

flow introduced in [1] and the projected gradient flow of [2]. In the second phase, the approach should be be 

extended to a distributed setting using distributed optimization techniques [3]. It should be analyzed whether 

the optimization problem can be reformulated so that the zero entries are no longer treated as optimization 

variables or if constrained distributed optimization methods, such as those based on dual decomposition [3, 

Sec. 4.3], are needed.  
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